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High purity germanium (HPGe) detector is a prior choice for determining the activity of 

the radioactive samples for nuclear diagnostics of Inertial Confinement Fusion (ICF) 
experiments. Efficiency calibration of gamma rays at a close distance from the surface of an 
HPGe detector is a crucial issue. So far as the detector structure is precisely clarified, a model 
of the detector can be well developed, based on which Gamma-ray detection efficiencies can 
be calculated accurately using Monte Carlo method. In this paper, internal geometry and 
structure except for dead layers of the HPGe detector is obtained by X-ray radiography and 
3D reconstruction. The optimal dead layers of the germanium crystal are determined by 
tracing the minimal sum squared residual (SSR) of gamma-ray efficiencies between 
calculations and measurements for standard planar sources. 
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1. Introduction 
Nuclear diagnostics of inertial confinement fusion (ICF) experiments are critical to 

achieve ignition at a facility such as National Ignition Facility and Shenguang-III Laser 
Facility [1‒4]. A key nuclear diagnostic is the detection of radiochemical samples following 
implosions [5‒9]. The radiochemical samples can provide quantitative data on capsule 
performance parameters such as fuel areal density, neutron yield, neutron energy spectral 
information and so on [10‒13]. The radiochemical samples, i.e. diagnostic indicators, come 
from materials which originally either present naturally in the capsule or doped specifically 
into the capsule. Iridium and Scandium are such essential indicators specifically doped into 
the capsule to diagnose ignition failures on National Ignition Campaign targets [14‒15]. 
Reactions of 191Ir(n,2n)190Ir, 191Ir(n,3n)189Ir, 45Sc(n,2n)44Sc, and 45Sc(n,2n)43Sc provide 
radiochemical signatures over the high regime of incident neutron energy. The activity of the 
radioactive products can be determined by emitted gamma rays. However, this capability is 
limited by the amounts of the isotopes loaded inside the capsule without affecting 
performance and the collection efficiency of the capsule debris after implosion. High purity 
germanium (HPGe) detector is a prior choice for determining the activity of these radioactive 
samples because of its superior energy resolution. Anyway, the efficiency is quite limited for 
gamma-ray detection of HPGe detector compared with other kinds of detectors. Decreasing 
the distance between detector window and radioactive source is helpful to solve the dilemma. 
Therefore, efficiency calibration of gamma rays at a very close distance from the surface of an 
HPGe detector is a crucial issue. Considering the problem of the coincidence at a close 
distance, it is very important to construct a precise model of the HPGe detector. Therefore, 
gamma-ray efficiencies can be calculated accurately at an arbitrary distance from the surface 
of an HPGe detector using Monte Carlo method as long as the detector model is confirmed. 

In recent years, radiography technologies such as CT scan or collimated gamma-ray scan 
are employed to reconstruct a very precise model for HPGe detectors [16‒20]. Dead layers of 
the germanium crystal are also determined by standard radioactive sources [21,22].  

In this paper, we focus on the precise modeling of an HPGe detector for efficiency 
calibration for the further diagnostics of ICF. Internal geometry and structure except for dead 



layers of the HPGe detector is obtained by X-ray radiography and 3D reconstruction. Several 
planar sources are utilized to calibrate the efficiencies at a certain distance from the surface of 
the HPGe detector window. Dead layers of the germanium crystal are determined by tracing 
the minimal sum squared residual of gamma-ray efficiencies between the calculations and the 
measurements. Nonuniform distribution of the dead layer is supposed and the corresponding 
model improves the accuracy of the calculated efficiencies. 

 

2. Experiment and Methods 
2.1 Apparatus 

An HPGe detector is utilized to calibrate the efficiency. The detector is installed in a 
shielding chamber of lead. The nominal relative efficiency of this detector is 40% compared 
to a 3 inch ×  3 inch NaI (Tl) crystal as measured at 1333 keV. The resolution of the detector 
is 1.88keV @ 1332keV of the 60Co gamma-ray energy. The detector is connected to a Digi-
multichannel analyzer, in which the pre-amplifier is integrated. The high voltage is set to 
positive 3050V and the rise-time is 8.00 μs. The course gain and fine gain are set as 20 and 
1.18, respectively. Spectra are recorded over 16384 channels up to the energy level of 2 MeV. 
A Canberra Genie 2000 software (Version3.1.4) is used to acquire gamma-ray spectra. 

 

2.2 Standard source 
Several standard planar sources 241Am, 60Co, 133Ba, 152Eu and 166Ho are utilized for the 

efficiency calibration. The sources are titrations of the radioactive solution on the filter paper, 
sealing within a PMMA container each. The radius of each filter paper is 18 mm. The 
uncertainty of the activity for each source is certified 2%. 

 

2.3 Measurement 
Each standard source is placed on a PMMA bracket which is set on the detector. The 

distance between the source and the detector window is 9.20 cm. The measurement layout is 
illustrated in Fig. 1.  
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Fig. 1. Efficiency calibration for the planar sources at the distance of 9.20 cm between the source and 

the detector window. 



The counting dead time ranges from 0.2% to 6.2%, depending on the activity of the 
source, which is consequently corrected during counting. The acquisition time, corresponding 
to at least 105 counts in the full energy peak, is sufficient to assure good counting statistics. 
The energy ranges from 59 keV to 1408 keV. The efficiency of the full energy peak ( )iEε  is 
calculated by the following function: 
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Here S(Ei) is the full energy peak area of the peak Ei, A is the activity of the standard source, η(Ei) is 
the intensity of the peak Ei, tlive is the live time of the measurement. 

The measured efficiencies for gamma rays at a distance of 9.20 cm from the detector 
window is shown in Fig. 2. 

 
Fig. 2. The measured efficiencies (black squares) and calculated efficiencies (red circles and green 

hollow circles) for gamma rays at a distance of 9.20 cm from the detector window. 
 
2.4 Radiography for MC modeling 

Even though dimension of the detector is always provided by the manufacturer (not the 
case for this HPGe detector), the discrepancies between the nominal values and the actual 
values always exist. To obtain a reliable model, X-ray radiography and 3-D reconstruction 
illustrated in Fig. 3 were performed to determine the detector's precise dimensions. The 
geometrical structure and corresponding parameters of the detector, listed in Table1 and 
displayed in Fig. 3, are used for MC modeling.  
 

 
 

Fig. 3. X-ray radiography and the 3-D reconstruct of the detector. 
 



Table 1 Parameters of the HPGe detector 
Structure Material Density/g/cm3 
Crystal high purity germanium 5.32 

Beryllium 
window beryllium 1.85 

Inner lateral cap copper 8.96 
Fastening belt copper 8.96 

External lateral cap aluminum 2.70 
 

 
Fig. 4. Geometry parameters of the HPGe detector. 

 
In the radiography, several geometrical subtle details are revealed. For instance, there is a 

circinate groove on the rear of the germanium crystal, the beryllium window is not flat, and 
the PMMA bracket is not homocentric with the crystal. All these details mentioned above, in 
Fig. 5, are considered in model reconstruction. However, it is worthy to note that the crystal 
dead layer (DL) thickness cannot be obtained by X-ray radiography. Determination for the DL 
thickness will be discussed in the latter section. 

 

 
 

Fig. 5. Geometric subtle details are revealed in the X-ray radiography, such as (a) a groove on the rear 
crystal, (b) curving beryllium window, and (c) non-central symmetric PMMA bracket. 

 

The gamma-ray measurement model, which contains the HPGe detector, the PMMA 
bracket and the standard source, was constructed by MCNP5 code [21]. The calculated 
efficiencies without DLs are shown as red dots in Fig. 2. The relative deviations between 
calculated efficiencies without DLs and measured ones are shown in Fig. 6(a). The results 
indicate that dead layers are needed to be considered. 



 
Fig. 6. Deviation of gamma-ray efficiencies between experiments and calculations (a) without DLs (b) 

with DLs and (c) with corrected DLs. 
 

2.5 Determination for thicknesses of DLs 
Here sum squared residual (SSR) of gamma-ray efficiencies is employed to calculate the 

optimal thicknesses of DLs: 
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where ,cal Eiε and exp,Eie are the calculated efficiency and the measured efficiency at the energy 
Ei, respectively. The optimal DLs will minimize the SSR of gamma-ray efficiencies. 

Because low-energy gamma rays are hard to penetrate the crystal and the efficiencies of 
them are sensitive to the thicknesses of the front-end and lateral DLs. Determination for the 
thicknesses of front-end and lateral DLs of the crystal can take advantage of the low-energy 
gamma rays. Likewise, determination for the thickness of the back-end DL can take 
advantage of high-energy gamma rays.  

Determination for the optimal thicknesses of front-end and lateral DLs relies on 59 keV 
@ 241Am, 81 keV @ 166Ho, 121 keV@152Eu and 160 keV@133Ba. The SSR contour of low-
energy gamma-ray efficiencies at different thicknesses of front-end and lateral DLs are shown 
in Fig. 7. Here the initial thicknesses of front-end and the lateral DLs are set as 0.001 cm and 
0.04 cm, respectively. And the steps of front-end and the lateral DLs are set as 0.001 cm and 
0.01 cm, respectively. Specially, the front-end DL is also set as 0.00001 cm and relevant 
calculations are shown in Fig. 7. The corresponding abscissa for the front-end Dl of 0.00001 
cm is labeled as 0.000 cm. 

 

 
Fig. 7. SSR contour of low-energy and medium-energy gamma-ray efficiencies as thicknesses of front-

end and lateral DLs varying. 
 



The contour shows that the optimal DLs have a thicker lateral DL (ranges from 0.14 cm 
to 0.15 cm) and a very thin frontend DL (0.00001cm). Relative deviations of between 
measured efficiencies and calculated ones with the DLs mentioned above are listed in Table 2. 
These thicknesses of front-end and lateral DLs are both appropriate because the relative 
deviations are all within the uncertainties of the experiment results. 

 
Table 2 Relative deviations of efficiencies between experiments and calculations 

Energy/keV Effexp 
Thicknesses of the front-end/lateral 

DLs/cm 
0.00001/0.14 0.00001/0.15 

59.541 2.356E-02(2.1%) -0.9% -1.4% 
80.586 2.301E-02(2.5%) 1.5% 1.0% 
121.783 2.123E-02(2.4%) 1.6% 1.1% 
160.613 1.889E-02(2.4%) -1.2% -1.8% 

 
To pin the optimal thickness for the lateral DL, the backend DL is engaged and 

efficiencies of different gamma-ray regions are calculated. The contours (Fig. 8) are SSR of a) 
low-energy gamma-ray (<=160 keV), b) medium-energy gamma-ray (160 keV~1000 keV), 
and c) high-energy gamma-ray (>1000 keV) efficiencies as the lateral and back-end DLs 
change, respectively. The initial lateral and back-end DLs are set as 0.13 cm and 0.12 cm, 
respectively. The steps of the lateral and back-end DLs are set as 0.01 cm and 0.02 cm, 
respectively. 

 
Fig. 8. SSR contours of a) low-energy gamma-ray, b) medium-energy gamma-ray and c) high-energy 

gamma-ray efficiencies as the lateral and backend DLs varying. 
 

The low-lying overlap in SSR contours of low-energy (Fig. 8(a)) and high-energy (Fig. 
8(c)) gamma-ray efficiencies locates at the lateral DL of 0.14 cm and the backend DL of 0.18 
cm. While the optimal DLs for medium-energy gamma-ray efficiencies trend to be thicker 
(Fig. 8(b)). Relative deviations of gamma-ray efficiencies between experiments and 
calculations for the case of the lateral DL at 0.14 cm and the backend DL at 0.18 cm is 
illustrated in Fig. 6(b). It shows that points of calculated efficiencies are within 2% deviation 
compared with ones of the measurements for the low and high-energy rays, while most points 
of calculated efficiencies are beyond 4% than those of the measurements for medium-energy 
rays. It can be deduced that the lateral DL which affects the medium-energy gamma-ray 
efficiencies sensitively should be thicker than the current value.  

However, increasing thickness for the whole lateral DL will decrease efficiencies for 
low-energy gamma rays. Since the optimal front-end DL is very thin (0.00001 cm) it is hard 
to be decreased again to fit a thicker lateral DL for the low-energy gamma rays.  

To solve the problem, the lateral DL is modified to have a non-uniform thickness. 
Considering the locations of fastening belt and the screws, the vicinity electric field in the 



crystal will be changed. The position of a new-added lateral DL is fixed at the same height of 
the fastening belt and is adjacent to the original lateral DL (Fig. 9). The thickness (d) and the 
width (L) of the new-added DL are optimized by the minimal SSR of the medium-energy 
gamma-ray efficiencies. The initial values of d and L are set as 0.02 cm and 0.2 cm, 
respectively. The steps of d and L are set as 0.02 cm and 0.2 cm, respectively. The SSRs of 
low-energy and high-energy gamma-ray efficiencies are also calculated. The SSR contours for 
different energy range of gamma-rays are shown in Figure 10. 
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Fig. 9. Distribution of dead layers in the crystal. 

 

 
Fig. 10. SSR of a) low-energy gamma-ray, b) medium-energy gamma-ray and c) high-energy gamma-

ray efficiencies as the thickness and the width of the new-added lateral DL varying. 
 

The new-added lateral DL pined at d of 0.14 cm and L of 0.6 cm improves the minimal 
SSR of medium-energy gamma rays from less than 0.017(Fig.8(b)) to less than 0.00835 
(Fig.10(b)). While this new-added DL increases the SSRs of low-energy and high-energy 
gamma rays. Relative deviations of efficiencies between calculations and experiments are 
shown in Fig. 6(c). The calculated efficiencies of MC model with corrected DLs are shown as 
green hollow circles in Fig. 1. Fig. 6(c) shows that almost all calculated efficiencies fall 
within 4% interval except one for 160 keV gamma ray. The reason of the exception may 
attribute to the weak SNR (signal to noise ratio) which is less than 0.18.  

Compared with the MC model without any DLs (Fig. 6(a)), MC model with corrected 
DLs (Fig. 6(c)) improves the calculated efficiencies tremendously. Compared with the model 
with initial DLs (Fig. 6(b)), the model with corrected DLs eliminates offset of the calculated 
efficiencies, and makes the calculated efficiencies distribute equally around the measured 
ones within 4% interval.  

 

3. Conclusion 
A precise model of HPGe detector for efficiency calibration is constructed here. The 

geometric dimension and detailed subtle structures such as circinate groove on the rear end of 
the germanium crystal, the curving beryllium window, and the non-homocentric PMMA 



bracket are accurately determined by X-ray radiography. DLs of the germanium crystal is 
determined by tracing the minimal SSR of gamma-ray efficiencies. Nonuniform distribution 
of the lateral DL is supposed and the corresponding model improves the accuracy of the 
calculated efficiencies.  
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